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1. Titulo: Optimizacion y Aprendizaje Automatico

2. Profesor: Marcelo Fiori y Mauricio Velasco

3. Responsable:
(en caso de no ser el Profesor un investigador del PEDECIBA)

4. Marque la disciplina méas cercana al curso:

- Algebra

- Analisis

X Analisis numérico

- Ecuaciones diferenciales; EDP
- Estadistica

- Fundamentos

- Geometria

- Geometria algebraica
X Matematica Aplicada
- Probabilidad

- Sistemas Dinamicos
- Teoria de NUmeros

- Otros: (especificar)

5. Fecha de inicio: 9 de marzo de 2026

6. Fecha de finalizacién estimada: 26 de junio de 2026

7. Horas de reunion semanal: 2

8. Conocimientos previos recomendados: Conocimientos basicos de optimizacién.

9. Método de aprobacién del seminario: dos exposiciones.
(cantidad de exposiciones por estudiante)
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10. Programa del Seminario:

En este seminario es una continuacién del realizado durante 2024 y primer semestre de 2025 (ver
https://mauricio-velasco.github.io/SeminarioOML/). En esta edicién estudiaremos bibliografia reciente
relacionada a métodos de optimizacién en general, y en aplicaciones al aprendizaje automdtico en
particular. Los articulos y libros listados abajo son una base del contenido, y pretenden servir tanto de guia
para las charlas, como disparadores para seleccionar nuevas referencias.

Por ejemplo, en [1] Luo y Garcia Trillos estudian el denominado Landscape de optimizacion ciertas
funciones matriciales, y demuestran propiedades de convergencia global en algunos casos. El Capitulo 4 de
[2] analiza el landscape para la optimizacién de algunas funciones que provienen de redes neuronales.
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